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Abstract: This paper studies the dfed of the users’ profile size
(weighted set of keywords) on the dficiency of the measurement.
The goadl is not diredly to identify the better dimension but to
understand its influence on the quality of the result. We show that
contrary to what common sense suggests, high dimension profile
(high leve of knowledge abaut users) reduces the predsion of the
measurement. To obtain this result, we devdop a metric
comparison method baed on the ewluation of cluster
organization quality. One of themain practical apdications of this
result isthat: morethan better predsion, reduced profiles peed up
computation time and reduce needed resources. We also discuss
more theoretical possble mnclusions and apgication of our work
in the mntext of community characterization.

I. INTRODUCTION

Information systems take an increasing position in our
every day life. In this context, one of the biggest challengesis
taking into acount the human fador to ogtimizeinformation
management. This is neaessary not only to provide the best
information service to users but also becaise information
system dynamics are highly influenced by human fadors.
Thisis obvious for example in the Internet whereinformation
avail ability and retwork bottlenedks are diredly dependent
on wsers' adivity.

Taking into acourt the human fador in computer systems
involves charaderizing individuals in order to buld efficient
metrics. One of the questions is what do we need to measure?
A posshle awswer to this question is to define one-
dimensiona metrics in order to have aquantitative view of
the user adivity (eg. how many website visited per day,
average size of each download, etc.). This approach was the
basis of lots of paper that studied statistics based models of
the human fadors. For example some works shows that
distribution laws involving human adivity tend to be self-
similar (fracdta) [6][7]. An ather answer more complex is to
take into acomount the semantic of the user adivity. The
potential of such approach is higher since it is more
descriptive and alows having a view on hunan motivation
sincethe nature of the user descriptionis the same that of the
information he manipulated. In fad, since human produce it,
this information refleds the operating mode of his own
cognition. Such description can be used for example to

identify thematic or behavior similarity between users or to
identify communities of interest.

We onsider a profile @& a generalized descriptor
compased with a set of weighted symbalic dements used to
charaderize a entity. In this study, the entity is a user or a
community and the profile is a set of keywords assciated to
numericd weights. The figure 1 shows an example of a
profile.
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Fig 1: An example of profile

One of the main problems is that such profiles are highly
multidimensional and permeéeble to ndse. Furthermore, the
part of the noise is very difficult to evaluate mainly becaise
such metricis subjedive. So, it isdifficult to define asuitable
predsion for these charaderistics. For example in textual
document charaderization, the typica dimension o a word
vedor is of the size of the vocabulary and tens of thousands
of words are used routinely [13]. In image charaderization,
the typicd dimension is 128% (16384). Intuitively, it can
seams that high dmension (i.e high quantity of knowledge)
profile shoud give a better predsion but higher
computational cost. This intuition may lead us to seek the
highest profile dimension that stays compatible with the
avail able computational cgpadty. As we will seg our study
shows that contrary to the feding; a high dimension profile
does not give the better results. Furthermore, most of the
time, low dimension profile gives excdlent results with low
computationtime.

On the other hand, a motivation for dimension reduction
is, independently to the predsion, that some gplicaion as
data visuadizaion reeds it to be wusable since
multidimensional dataset is visualy understandable.
Furthermore, a high dmensional spaceis arse by nature



since the size of the sample nealed to estimate a
multivariable function grows exponentially with the number
of variables (e.g. aword appeaing frequently in a document
may not appeasin any of other document of the set).

More generaly, the interest of the information space
reduction was alrealy shown in severa fields. For example
information retrieval techniques based on dmensiondity
reduction, are known to be very efficient [11]. Statistic
analysis kind of method such as Latent Semantic Indexing
(LSI) [11], Principa Comporent Analysis (PCA) [16] or
Multidimensional Scding (MDS) [17] are interesting when
the relation among the variables are linea. For a more
general set of data it is interesting to use Neuro-
computational models as Kohonen Self-Organizing Map
(SOFM) [12]. These methods are alaptative and self optimize
the dhoice of the best spacedimension. The problem is that
they are not very descriptive and give apoor view on the
underlying model linking, for example, the spacedimension
and the dficiency of the metrics.

The objective of the study is to evaluate the impad of the
profile size (i.e number of keywords) in its descriptive
effediveness. In order to evaluate this effediveness, we
compared the result of a dustering based on statisticdly
compased profil e with areference dustering based on human
evaluation.

First we describe the general method urderlying our
experiment and we develop the principle of the evaluation of
communities' organization quality measure. Then we present
the numerical and associated models as results of the study.
Before ancluding, we discuss the limits and on some
perspedive of this experiment.

II. METHODOLOGY

The evaluation d the impaa of the profile dimension on
the dfectiveness of the measurement is not an easy task. It
needs to have areference axd a comparison method. We
choose & reference the human point of view. About the
comparison method, the difficulty isto compare 2 profiles of
different sizes. Indeed a profile can be expressed asapoint in
a multidimensional vedor space ad the cmparison of 2
profiles can only be done in the same vector space(i.e same
profile dimension). A pradicd way to compare 2 profiles of
different dimension is by comparing the corresponding effed
in their use. We doose, as comparison method the
organizaion d clusters of users based ontheir profile (see§
[I). Indeed the metric cgpadty of ead user’s profile
influences the dusters organization. So we use the quality of
the organization as representative of the profile metric
quality. More the profiles are dfedive morethe tested cluster
organizaionis close to areferenceone.

Initially, we have a set of 60 textual documents of
homogeneous szes (abou 2 pages ead)) analyzed by a 6
people jury. Each member of the jury has provided a
“subjedive” evaluation for ead document. This evaluation
consists on giving a percentage (acarding to their feding)

for 20 namalized themes (keywords given by us). For
example, we can estimate that a document deds mainly with
sports (30 %), technology (10 %), etc. By carrying out an
average of the individual evaluations, we obtained for eat
document a normalized profile composed of 20 weighted
themes. In the second step, we @nsider a popuation of 50
virtual users consulting these documents. To simulate this
consultation, we adgn randamly 20 dacuments to ead user.
We cdculate then the “virtual” profile of these users by
identifying the most frequent keywords in the 20 consulted
documents. In order to evaluate the best sizeof this statistica
profile we duster the users in communities for several size of
their profile. So, we obtained several community
organizaions, eat ore mrrespondng to a spedfic users
profile size This was caried ou with a hierarchicd
aggomerative-clustering algorithm (HAC) [RON9§]. This
algorithm starts from a distance matrix between users. Then it
dispatches in the same duster users having lowest inter-user
distance (i.e. highest profile similarity) and preserving
highest inter-cluster distance The third stage onsists in
clustering the users’ in communities as in the previous gage
but this time on the basis of the profile supplied by the jury
evaluation. The results of this “real” categorizaion will be
compared with the “virtual” one obtained previously. Stage 4
caries out this comparison letween eah o the virtua
communities organization (for several profile size) and the
red one. Thefigure 2 shows a synthesis of the experiment.
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Fig 2 Synthesis of the experiment



II. COMPARING QUALITY OF COMMUNITIES
ORGANIZATION.

The postulate of our approach is that the description
effectiveness of two sets of profiles (i.e real and virtual) is
close if the resulting communities organization are close.
Two close organi zations involve close distribution of usersin
similar clusters separated with similar distances. In order to
compare the organization of each virtual community with that
of the referenced one, we use a measurement based on the
Hausdorff distance named after Felix Hausdroff (1868-1942).
This measurement is used in many applications in
classification and imagery, for instance: face identification,
object tracking and classification, comparing 2D images of
the 3D world, etc.

The Hausdorff distance is the "maximum distance of a set
to the nearest point in the other set". More formaly,
Hausdorff distance from set A to set B is a maximum
function, is defined as

h(A,B)=max ﬁ min d(a.b) ﬁ

where a and b are points of sets A and B respectively, and
d(a,b) is any metric between these points ; for example, the
Euclidian distance between a and b.

In order to compare two organizations, Karonski and Palka
[1] proposed a Hausdorff based distance using the
Marczewski and Steinhaus similarity measure [2]. This
distance makesit possible to compare al couples of partitions
of the same unit, even if the partitions contain a different
number of groups. If A and B are two partitions (i.e. two sets
of clusters), the distance between A and B is defined in the
following way:

D(A,B)= % (h(A, B) +h(B, A))

D(A,B)= 1 (max{mln d(a, b}+ max{mln d(a, b})

bOB

If a and b are two clusters respectively from partition A
and the partition B, the distance between these two clustersis
defined in the following way:

lanb)

d(a,b)=1-
T

ou aAb=alb-anb

The symmetrical difference (noted A), of two clusters
corresponds to the set of the objects belonging to only one of
both clusters (see Figure 3).
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Fig 3: Symmetrical difference between two sets a and b

The distance D(A,B) evauates the similarity between the
two partitions in the worst case. With each cluster of the first
partition, we associate the cluster of the second partition that
is closest for it within the meaning of d, and we take into
account that in the measurement only the associated coupl e of
clusters whose distance is largest. In order to obtain a
distance, i.e. a symmetrical measurement, we repeat the
process by exchanging the role of A and B. The distance D is
then the average of the two selected d distances.

V. RESULTS.

We present two main results from which we tried to build
asimple model underlying the variation. First, we studied the
impact of the profile dimension in the number of obtained
clusters and consequently on the compared classification
quality.

Figure 4 shows that the number of clusters (Ncl) movesin
a quadratic way according to the size of the profile (S), with
k1 and k2 constant:

2

Ncl=k1.S +k2

This model materialized by the layout in dotted lines
represents the approached curve with a value of k1=1/150
and of k2=5. We see that the number of groups, independent
from the number of user, increases very quickly with the
dimension of the profile. and tends to the maximum
population of user (here 50).
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Fig 4: Numbers of clusters (Y-coordinate) according to the size of
profiles (X-coordinate).



In other words, as shown in Figure 5, whatever the number
of users, a too high profile dimension result on associating
only one user per cluster, which is a poor organization! We
see that not only is a high dimension profile are computer
resources consuming to build and to use but also it isfar to be
effective for clustering purpose. The practical consequenceis
that clustering users on community needs arather low profile
dimension in order for it to be useful.
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Fig 5: Average numbers of users per cluster.

To evauate the quality of the virtual organizations we
compare them with the real one that we consider as the best.
The Figure 6 shows the evolution of this similarity according
to the size of the users profile. In this case one also notes a
quadratic evolution with an optimum of similarity for sizes of
profile ranking between 6 and 13 elements. The following
formula models the evolution of the similarity (Sm)
according to the size (S) of the virtual users profile with k3,
k4, k5 constant.

2
Sm=k3.(S—k4) +k5
The layout in dotted line represents the approached curve

with a value k4 corresponding to the model optimal size of
profiles (here 11), of k3=0.27 and k5=1/400.

We can see that there is alimited range of profile size that
gives results close to the real segmentation. This result is
interesting because it makes it possible to consider reduced
computer resources and processing times with however good
characterization qualities.

V.DISCUSSION

It is clear that out of a certain dimension the size of the
profile rapidly reduces the precision of the measurement.
According to our experiment, some works dealing with the
comparative evaluation of classica dimension reduction
methods [13][14] often remark that the best 5 or 6 dimensions
are highly most significant than others and sufficient to
obtain good results. So, an interesting question not solved in
this paper could be to define a mode capable to give in a
general case the best dimension. The problem is not easy. For
example it is important to eval uate the impact of the size of
the “real profile” that was fixed to 20 in our study in order to
make vary only the “virtual profile”. It is also interesting to
evaluate the impact of the “real profile” subjectivity. The
table 1 shows that sometime the individual perception can be
sparse. The table shows for each user the correlation
coefficient to others usersin the set of document evaluation.

Table 1: Inter user correlation coefficient

Ul (U2 [U3 U4 ([U5 |U6
1,00 (0,75 |0,76 |0,74 [0,59 |0,79 |U1
1,00 |0,75 [0,72 |0,44 [0,70 |U2
1,00 |0,72 (0,53 |0,75 (U3
1,00 10,49 [0,71 |U4
1,00 |0,44 [U5
1,00 |U6
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Fig 6: Clustering quality according to the size of the users’ profile

Even if several improvements can be done in order to get
more general results, this study shows that a characterization
that is too detailed, in the same manner as one that is too
limited harms the quality of the community segmentation.
Knowing that the typical dimension size is around ten and
that it is not worth manipulating hundreds of dimension
profilesis yet a practical usable result.

The other interesting question is to understand the basic
conceptual principle underlying these models. Paradoxically,
by reducing the size of the profile, i.e. loosing information we
obtain better results. This kind of phenomenon can be also
observed in the cases of over learning or in the everyday life:
too much information is prejudicial. Some work on artificial
forgetting (implicit selective loss of information) showed that
this process could be controlled and used for optimization
purposes [4]. It was shown, for example, that forgetting
processes drove by collective intelligence is able to
automatically reduce the information space on topics that are
of main interest to a community. By keeping the most
popular objects downloaded by the community and implicitly
deleting others this approach can be interesting for
information search purpose [10]. In fact the natural
forgetting process in a human brain aso save “processing’



capacity in order to concentrate brain activity on the essential
task. From this point of view and contrary to the common
point of view that the forgetting effect can be positive.

The method of evaluation of cluster organization is aso
interesting to characterize communities. Such method could
be useful aso to evaluate the community evolution over a
period or to compute the compared community behavior.
Such community-oriented metrics can be useful to have a
better view of the cooperation dynamics and can be
interesting associated with social approach.

Another more prospective aspect of this study can be
discussed from the socia point of view. The question could
be expressed as: what is the effect of the level of individual
knowledge of the others on the community constitution. Our
study suggests (see Figure 5) that, on a knowledge basis only,
the more information on the individuals is available the less
individuals tends to regroup themselves. We could say from a
theoretical point of view that, if people group themselves on
the basis of affinity (i.e “hope” of maximum shared interest)
the increasing knowledge of others reduce the ratio of
potential shared interest since al individuals are different. It
is difficult to get a definitive conclusion on this matter since
the knowledge aspect is bound to be the only factor of
influence in social groups (affective, power relation, etc).
This view may not seem realistic in the real world but it is not
so unredlistic in the information world. For example lets
imagine that people “hear” @out (low level of information)
an interesting news forum on Internet. At the beginning,
people get connected and exchange mail in the forum (the
community of people). After a period, people could estimate
that the forum is well known and that it is no longer worth
visiting. A lot of news forums died for this kind of
mechanism. The case of new forums is interesting because it
is a simplified socia case with less affective or physic
interaction.
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