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ABSTRACT

This paper considers the evaluation of music recentation
systems. These systems aim at providing those ietenusic
most likely to fit users' preferences. The mainiténof existing
systems are their lack of precision and the highkllef resources
necessary for musical characterisation and congarién this
study, we propose an approach which has a gooarpaifce-
resources ratio. The evaluation process shows ttet
recommendation system is able to predict the ugpeederences
with reasonable accuracy. By automatically rankanigst of 5985
unknown songs in order of the user's preference,noethod is
able to retrieve a known user's preferred songhénfirst 3.5 %
positions of the ranked list.

Index Terms—Music, signal, recommendation,
1. INTRODUCTION

Recommendation systems are often a cheap andieffatay to
differentiate relevant contents from a mass of rimfation.
Unfortunately, recommendation of multimedia contest still
weighty to use. Indeed, it implies manual desaripi or greedy
resources in the case of automatic processing. thfetprospects
are very interesting, given the increasing quarnitymultimedia
content available and market potential. The IFRitefinational
Federation of the Phonographic Industry) has ancedirthat the
total turnover of online digital music retail ser®s was 10 times
greater in 2004 than in 2003. Analysts are veryfident and
announce that this type of service is expecteceternte revenues
of the order of $330 million for 2006 [1].

The aim of this study is to assess the performafheemusic
recommendation system based on rhythm charactsrisfihe
proposed pieces of music are selected on the hasitheir
similarity to a much-loved set of pieces reportgdusers. The
similarity is estimated on the basis of rhythmiattees extracted
directly from the content by signal processing. Euvantage of
the rhythm characteristic that we describe in sec# is that it can
be calculated using less than 10% of the lengtkazh piece of
music.

Basically, the principle underlying any recommeimtat
system is that there is a consistency in usergésaasnd, more
broadly, in users' activity. This implies that &a¢ally, even in
cases where a user has varying tastes, his fondavikssever be
distributed randomly. Without this assumption,sitimpossible to
anticipate a user preference other than by randdection. To test
this hypothesis and validate the interest of outhod we have

tried to show that the knowledge of the first hafle user's playlist
of preferred songs (i.e. learning set) can heligeatify the second
half.

The objective of this study is twofold. Firstly, weant to
evaluate the relevance of our method of musicalacherization in
a recommendation system. Secondly, we want to aissesmpact
of the quantity of music items in the learning eetthe system
performance. To carry out this study, we used aoB@00 users'
opinions in the form of their playlist, each playlconsisting of 30
pieces of music indicated as favourites by thesudste split each
playlist into a learning subset and a test suleseth set containing
15 pieces. For each user, the learning set all@is galculate the
music user profile that will be compared to all 59200 x 30 —
15) pierces of music in order to rank them. Theultesshow that
for every user the test subset appears in the 3i5st% of this
classification.

This article is structured as follows. We start diying a
general description of our characterization mett®ettion 3 then
gives the principles of our recommendation systeettions 4 and
5 provide the details and results of the validafioocess, Section
6 going on to present the state of the art. Findlig last section
concludes and gives some details on future work.

2.MUSIC CHARACTERIZATION METHOD

The following figure shows the base of the signatprocess
through the analysis of samples taken from a sdilmdrhe idea is
to capture the image of the swinging of the soyretsum, as we
perceive it while observing the bar graph of aniaudader. The
samples to be analyzed were collected in triple® E1, etc.) of
contiguous specimens of duration K. The spacemé tbetween
each triplet was unspecified and the sum of ghiléts covered a
limited part of the file.
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Figure 1 — Collection of samples in tripl&sin a sound file

On each sample k of each triplet, we computed thigilsition of
frequencies using Fourier's method, and the dirgatbefficient p

of the straight regression line binding the lewglt6 each class of
spectrum frequencyy). This straight regression line is expressed
assy=px+h



K2

Figure 2 - The slopp of the frequency spectrum of 2 consecutive
elementK1 andK2 of a tripletEi.

The analysis of the behaviour of p (slope of thétedbline, in
figure 2) contributes to the evaluation of rhythrbiehaviour by
measuring the swinging of the spectrum over on@g@€Ei, and
average value of the various periods (E1,..,En).ré&grence to
mechanics, this swinging, its speed and its acaiter were
calculated as follows.

The first stage consisted of identifying the numbktriplets
as well as their position in the signal. From atitn of the sound
file, we extracted the first triplet, for which wealculated the 3
spectra then the directing coefficiefsof the straight regression
lines. Thus, 3 slope values ppl, pl) were obtained. The speed
of swinging was obtained by calculating the differe between 2
consecutive slopes. We obtained 2 values of spebd \(1,) for
each triplet. Then, the acceleratiad, being a single value by
triplet, was evaluated by computing the variatioonf the 2 speed
values (v1, v2). We recomputed these data for #x tniplet, and
so on until the end of the file. At the end of tiperation we had a
set of values of coefficients [(p1pl, pls), (P2, P2, P)... (P,
pre, pry)l, speeds [(vi V1), (v2Z, VvZ)... (vn, vr)], and
accelerations (al, a2... an) for n triplets, repriegam of the piece
of music. The behaviour of swinging (position, speand
acceleration) was obtained by a combination ofaerage values
and standard deviation of all these data (pi, iyi,la our previous
preliminary studies, we observed that the mostesgmtative of
these values are both the vi and ai standard dewifd]. We then
used these 2 parameters identified as [Ev] and [Edhe next
stage of this study. It should also be noted thatentire piece of
music did not have to be covered by triplets. Apantant feature
of our approach is that, even with a very low cagey; the
characterisation remains good. Actually, we talss lthan 10 %
(i.e. from 10 to 20 sec of music length) scattevedr the whole
piece of music.

3. RECOMMENDATION SYSTEM

Before presenting the validation process let usrites the main
principles of the recommendation system as perddiyethe user.
The following picture shows the main modules of #iygstem. We
started with a set of music from which we computedignal
characterisation Ev, Ea, as described in the pusvaection. The
user is first provided with randomly selected mufiom this
database. Whilst listening to the music, the usatesr it
(appreciated or not). The appreciated music cheriaation is then
used to update his playlist and compute his profilee latter is
compared with the characterisation of the raw dealset, in order
to rank it according to best similarity to the ugeofile. After a
certain time, the music provided to the user walldy order of best
- ranked ratio.

At the grasgoots level, the characterization algorithm
produces a 2-value vector for each piece of mustanflard
deviation for speed and acceleration [Ev, Ea]). TBer profiles
are composed from the characterization of all tlentents
appreciated.

Similarity can be measured between 2 pieces of anusi
users or between a user and a piece of music.drstiidy that
follows, we will compare the performance of variokisds of
distances (Euclidean, Manhattan, Chi2.). To compaesimilarity
between a piece of music and the user profile, Vleawerage the
differences between the content to be compared each
component of the user profile. For example, if tiser profile P1
is composed of 3 items [Ev1, Eal]. [Ev2, Ea2]. [EE33], and if
the content profile C4 = [Ev4, Ea4], the distanedéneen the user
and the content is equal to:

D (P1,C4) = D(@4)+D(24)+D34)
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Figure 3 - Synopsis of recommendation system

From the user point of view, this system providedisiening
functionalities: Random songs, Best of selectetiracommended
songs.

4. VALIDATION PROCESS

The method of validation aims at making sure that fimd the
pieces known to be preferred by the users in tis¢ fi@posals of
the recommendation system. For this purpose, weulzdéd the
user profile with a part (learning set) of the @mis of his playlist,
and then we verified the effectiveness of the raoendation on
the other part (test set) of his playlist. The héxag set and the test
set are then completely different. We wished ats@valuate the
influence of the user profile size. Indeed, thisfile was computed
with 1, 2, 3..., 15 pieces of music.



Hence, ifEu is the set of 30 favourite songs (contents of thepieces in the set of 6000 (30 x 200) was 5213, vbmresponds
playlist) from usew, we started by building the user profile with a to an average overlay rate of 13% between the 2O0igis.

single favourite song (step 1), then 2 favouritegso(step 2), and
so on up to 15 (half of the playlist).

At each step we compared the user profile witheahtre set of
music minus the user learning set ([200 x 30]-1B&9 This

allowed us to rank the 5985 items by similaritydewith the user
profile. The smaller the distance, the better ranltee items are.
For each user we identified the best rank. Thisnaethat we
identified the rank of the item of his test sulygeylist that was the
best ranked. Finally, we calculated the average thedstandard
deviation of this best rank for all 200 users. thése operations
were carried out at each of the 15 steps of thegz

User Plavlist

Test subset 200 user
Music 16 5985non ranked
to 30 pieces of mus

Learning subset
Music 1
to 15

A 4 Similarity computing
T a| between users profile arlgy
| music characterization

v

v
5985ranked pieces
of music

\A;

Best position of
playlist set

Users'
profiles

Figure 4 - Synopsis of evaluation process

Step 1: We calculated the user profile with arfethe favourite

songs from the 15 pieces of his learning playliée. calculated the
distance between this favourite song and the 538&p in order
to classify them by level of similarity. In thismked list, we then
determined the best classified music also contaimélie 15 pieces
of the user test set. We calculated the averaghese 200 users'
best ranks as well as the standard deviation.

Step 2: we calculated the user profile with twb the
favourite songs from the 15 pieces of the learnphaylist. We
calculated the distance between these songs ark98tepieces in
order to classify them. In this ranked list, werttdetermined the
best classified music also contained in the 15qsiexd the user test
set. As previously, we computed the average andsthedard
deviation.

We carried out these operations up to step 15 rderoto
evaluate the influence of the number of music Eetzken into
account in the user profile.

5.RESULTS

We have a range of 200 users who each placed iinplaglist 30
pieces of music matching their preferences. Thehbmurof unique

The following results are derived from the calcigiatof the
Euclidean distance. As we can see in the followfiggres, the
performance of the recommendation system improtesddy as
the number of pieces of music used in the useilernsfincreased
from 1 to 8 (i.e. step 8). The average of the basked item
evolves from 6.5 % (rank 390 over 5985) to 3.5%Kra13). We
can see that even with 1 song in the profile, &selits already give
an efficient selection. However, as we can seeh@ standard
deviation curves (figure 6), a one-item profile dimsion offers
only a very low stability. That means that the Hssoan be very
bad for certain users even if the average forsdrsiis reasonable.
With 8 items in the user profile, both average ramkl stability
level are better. An interesting result is that entihan 8 items
improved neither rank nor stability. Since additgmis to the
profile does not improve performance though it cones
resources, the best solution is to limit to 8 thenber of items
used to compute the user profile.
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Figure 5 - Recommendation average best rank acuptdithe size
of the user profile.
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Figure 6 - Recommendation standard deviation adegio the
size of the user profile.

In this experiment, the Euclidean distance provitles better
results. The best average rank using this distémad 213 (v.s.
222 Manhattan and 282 Chi2)

Let us show the interest of these results by making
comparison with random recommendation. In this végsic
process, at each step we selected a random piecesit from the
list of 5985 (instead of measuring the similarity)en we selected
the best ranked music also contained in the 15epief the user



test set, as in the previous method. We also caedpilite average
and the standard deviation for the 200 users. .

As expected, the best "random" results are situatednd
the midpoint of the list (best average rank 2916, 557). It is
quite obvious that the recommendation based onl¢hening
process gives better results than the random dmis.cbmparison
is only intended to give a contrast order of magiet (213 vs
2919).

6. STATE OF THE ART

First of all, a reminder that the process describeithis document
is distinguishable from former work by a better aggive
capacity compared to the resources necessary loulaton and
storage. The descriptive capacity is related to thgthmic
evaluation by the analysis of the swinging struetuhese
elements do not need to be obtained on the whaladsdile; a
limited statistical sampling is enough. We knowtttie signature
requires the storage of only a very limited quanéif numerical
data (2 real values). In addition, the signaturdl W almost
independent of the format or the sound qualityhefpiece, even if
the piece is incomplete.

There are various existing techniques for the atar&ation
of musical files and research of similarities (MIR Music
Information Retrieval). These are based on thre@ @aproaches:
signal processing [4, 5, 6], collaborative filtggif8, 9, 10], and
data mining [2,3]. The approaches based on signategsing
consist in analyzing directly the content of thaliaufile (signal
and spectrum). In general, these characteristiesnardelled by
learning systems, and comparisons are carried outfirtd
similarities. For example, in his work, George Tekis extracted
a list using characteristics obtained from the aiggnd spectral
data envelope, in particular the centroid (measafrespectral
brightness), the roll-off (measure of the shapehef spectrum),
ZeroCrossings (the number of times where the cofw@e signal
crosses zero) and sometimes even the MFCC (Melwfmreay
cepstral coefficients), characteristics usually dusi voice
recognition. These characteristics are calculatedsuccessive
fixed-size analysis windows and on only the 3 fseconds of the
audio piece. Another example of technology as mgacoustic
prints is the TRM (This Recognizes Music). Thishtealogy was
developed by the American company Relatable. Bhgictnis
system allows the recognition of pieces of music dmpustic
analogy exploiting an “audio code bar” type of prinvhich
generates a single signature. As soon as the ntaheatint is
created, it is sent to the TRM server, which corapdhe print with
that of an existing song in the customer databdbe latest
commercial version of the TRM server can manageentban
5000 prints (already extracted) per second, orougeteral billion
requests per day.

The metadata used in collaborative filtering-based;|ygsifica

recommendation systems can be obtained thanksetdelp of
experts. For example, in Pandora Music radio [fn{f Music
Genome Project), a trained music analyst analyaels ®ong using
up to 400 distinct musical characteristics (50 expeusicians).
Each analyst spends about 30 minutes per piece usicnto
identify the pertinent attribute. These attributepture not only
the musical identity of a song, but also the maignificant
qualities that are relevant to understanding theicali preferences
of listeners. This allows Pandora to provide a @eatized audio
stream consistent with user's preferences. Thasegly differs from

that of sites like Last FM that is based on colfative filtering
(others users' listening instead of music charmties). Pandora
radio is also available through such devices asiimphones.

7. CONCLUSION

We propose a music recommendation system based lagghta
content description process. The evaluation of shisgem showed
that, despite the low resources, the quality ofdbscription was
good. Furthermore, this study shows that rhythmaisvery

fundamental aspect of musical taste. Thereforeretlare still

improvements to add to our system. For examplecovesidered
that user tastes are monolithic and this needsstinbestigated.
Even with this assumption, the results are not batiwe wish to
evaluate multi-polar user profiles, where usersttave clusters of
tastes, which seem more realistic.
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